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ABSTRACT 

The article describes a hybrid approach to evaluating economic efficiency 
of medium-sized manufacturing enterprises (employing from 50 to 249 people) 
in districts of Wielkopolska province, using metric and interval-valued data. 
The hybrid approach combines multidimensional scaling with linear ordering. 
In the first step, multidimensional scaling is applied to obtain a visual 
representation of objects in a two-dimensional space. In the next step, a set of 
objects is ordered linearly based on the distance from the pattern (ideal) object. 
This approach provides new possibilities for interpreting linearly ordered results 
of a set of objects. Interval-valued variables characterise the objects of interests 
more accurately than metric data do. Metric data are atomic, i.e. an observation 
of each variable is expressed as a single real number. In contrast, an observation 
of each interval-valued variable is expressed as an interval. The analysis was 
based on data prepared in a two-stage process. First, a data set of observations 
was obtained for metric variables describing economic efficiency of medium-sized 
manufacturing enterprises. These unit-level data were aggregated at district level 
(LAU 1) and turned into two types of data: metric and interval-valued data. In the 
analysis of interval-valued data, two approaches are used: symbolic-to-classic, 
symbolic-to-symbolic. The article describes a comparative analysis of results 
of the assessment of economic efficiency based on metric and interval-valued 
data (the results of two approaches). The calculations were made with scripts 
prepared in the R environment. 
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1. Introduction and motivation 

The contribution made to the GDP by small and medium-sized enterprises 
keeps growing, in contrast to that of large companies. Although the SME sector is 
dominated by micro enterprises, one cannot ignore the role played by medium-
sized companies, employing between 50 and 249 persons (CSO 2017). 
At present there are nearly 16,000 medium-sized companies in Poland, which 
accounts for just 0.8% of the entire enterprise sector. This share has remained 
unchanged for the last 10 years (MED 2017). Medium-sized companies provide 
more jobs than the small ones (17%). An average medium-sized enterprise 
employs 104 persons, while the total number of people employed in companies of 
this category is 1.6 million. Investment outlays in this category account for 33% of 
the entire enterprise sector, 64% of which are own funds (see Figure 1). Medium-
sized enterprises are the most dynamically developing category of companies in 
terms of the value of exports per one company. They are also characterized by 
the highest survival rate – 87% of them survive their first year of operation. 
Medium-sized companies operating for 5 years are likely to survive the next year 
with a probability of 0.996 (Chaber et al. 2017).  

 

 

Figure 1. Enterprise characteristics by size class in 2016 (at 31 Dec.) 

Source: Based on the CSO study (CSO 2017). 

 

Medium-sized companies are able to compete with large enterprises because 
they are more flexible and efficient in conducting business activity, are better at 
controlling costs and take less time to implement innovation and react to changing 
market requirements. 

Taking into account the kind of business activity, one of the most important 
sections is manufacturing. Looking at the structure of manufacturing companies 
(see Figure 2), it can be seen that medium-sized enterprises are the smallest 
group and make up only 3% of all units in this section. People employed by 
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medium-sized manufacturing enterprises account for about 27% of the workforce 
working in all manufacturing companies. Revenues earned by medium-sized 
manufacturing enterprises make up 21% of all revenues generated by companies 
in the manufacturing section. 

The empirical study described below is limited to the group of medium-sized 
manufacturing enterprises, which includes 42% of all medium-sized companies. 
Those companies employ 44% of the workforce working in this sector. The share 
of revenues and wages in this group is similar (CSO 2017). 

The main objective of the study was to evaluate the economic efficiency of 
medium-sized manufacturing enterprises in districts of Wielkopolska province. 
The study was based on metric and interval-valued data and involved a hybrid 
approach combining multidimensional scaling and linear ordering (Walesiak 2016; 
Walesiak, Dehnel 2018). Economic efficiency, defined as a relation between 
effects and investments, in this case, is measured on an operational level using 
efficiency ratios to assess the company’s performance (Kaplan, Cooper 1998; 
Kaplan 2008; Koliński 2011). Studies of this kind are usually based on a matrix of 
metric data. The novelty of the present study is the fact that it was based on 
a table of interval-valued data. In addition, the authors propose an aggregate 
measure based on the Euclidean Ichino-Yaguchi distance from the pattern object. 
Interval-valued variables describe objects of interest more accurately than metric 
data do, which are atomic, meaning that an observation of each variable is 
expressed as a single real number. In contrast, an observation of each interval-
valued variable is expressed as an interval. The following studies (Gioia, Lauro 
2006; Brito et al. 2015) include real examples of interval-valued data. 

 

 

Figure 2.  Characteristics of manufacturing enterprises by size class in 2016 
(at 31 Dec.) 

Source: Based on the CSO study (CSO 2017). 
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Data for the study were prepared in two steps. The first step involved 
compiling a set containing metric variables about the economic efficiency of 
medium-sized manufacturing enterprises; in the second step, the collected data 
were aggregated at the level of districts, producing metric and interval-valued 
data. The latter type of data was analysed using two approaches: symbolic-to-
classic and symbolic-to-symbolic. Data used in the study come from the DG-1 
survey conducted by the Statistical Office in Poznań. The survey is carried out to 
collect information about basic measures of economic activity in companies 
(Dehnel 2015). Owing to data availability, the study was conducted for 2012. The 
official statistics were supplemented by information from the register maintained 
by the Ministry of Finance. 

2. Research methodology 

To produce a ranking of medium-sized manufacturing companies operating in 
districts of Wielkopolska province in terms of economic efficiency, the authors 
used a hybrid approach, which combines multidimensional scaling (MDS) and 
linear ordering (Walesiak 2016; Walesiak, Dehnel 2018), which makes it possible 
to visualize the results of linear ordering. Metric and interval-valued data were 
used for this purpose. Depending on the type of input and output of 
multidimensional scaling, three different approaches were used to analyse the 
data:  

a. Classic-to-classic (cc) for metric data, 
b. Symbolic-to-classic (sc) for interval-valued data, 
c. Symbolic-to-symbolic (ss) for interval-valued data. 

The extended analytical procedure (including the above mentioned 
approaches), accounting separately for metric and interval-valued data, consists 
of the following steps: 

1. Select a complex phenomenon which cannot be measured directly (in this 
case, it is the economic efficiency of medium-sized manufacturing companies 
operating in districts of Wielkopolska province). 

2. Identify a set of objects of interest and a set of variables that are substantively 
related to the complex phenomenon. Add a pattern object (upper pole) and an 
anti-pattern object (lower pole) to the set of objects. Identify preference 
variables3 (stimulants, destimulants and nominants). 

3. Collect data and construct a data matrix 𝐗 = [𝑥𝑖𝑗]𝑛𝑥𝑚, (the value of the j-th 

variable for the i-th object, 𝑖, 𝑘 = 1, … , 𝑛, 𝑗 = 1, … , 𝑚) for metric data or a data 

table 𝐗 = [𝑥𝑖𝑗
𝑙 , 𝑥𝑖𝑗

𝑢 ]𝑛𝑥𝑚 (where 𝑥𝑖𝑗
𝑙 ≤ 𝑥𝑖𝑗

𝑢 ) for interval-valued data. The pattern 

object includes the most favourable variable values, whereas the anti-pattern – 
the least favourable values of the preference variables (separately for lower 
and upper bounds of the interval).  

4. Normalize variable values and arrange them in the form of a normalized data 
matrix 𝐙 = [𝑧𝑖𝑗]𝑛𝑥𝑚 for metric data or in the form of a normalized data table 𝐙 =

                                                           
3 The idea of a stimulant and a destimulant was introduced by (Hellwig 1972), while that of a nominant 

in the work by (Borys 1984, p. 118). Definitions can be found, among others, in (Walesiak 2016). 
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[𝑧𝑖𝑗
𝑙 , 𝑧𝑖𝑗

𝑢 ]𝑛𝑥𝑚 (where 𝑧𝑖𝑗
𝑙 ≤ 𝑧𝑖𝑗

𝑢 ) for interval-valued data. Normalization is used to 

ensure comparability of variables. This is achieved by removing dimensional 
units from measurement results and standardizing their orders of magnitude. 
Interval-valued data require special normalization treatment. The lower and 
upper bound of the interval of the j-th variable for n objects are combined into 
one vector containing 2n observations. This approach makes it possible to 
apply normalization methods used for classic metric data. Metric data were 
normalized using the data.Normalization function, while interval-valued data – 
using interval_normalization function, both available in the clusterSim package 
(Walesiak, Dudek 2018a). 

5. In the classic-to-classic approach, select a measure of distance for metric data 
(Manhattan, Euclidean, Chebyshev, Squared Euclidean, GDM14 – see, e.g. 
Everitt et al. 2011, pp. 49-50), calculate distances and create a distance matrix 

𝛅 = [𝛿𝑖𝑘(𝐙)]𝑛𝑥𝑛 (𝑖, 𝑘 = 1, … , 𝑛).  

For interval-valued data (the symbolic-to-classic approach), select a measure 
of distance (see Table 1), calculate distances and create a distance matrix 𝛅 =
[𝛿𝑖𝑘(𝐙)]𝑛𝑥𝑛.  

      Table 1. Selected distance measures for interval-valued data 

Symbol Name Distance measure 𝛿𝑖𝑘(𝐙) 

U_2_q1 Ichino-Yaguchi 

𝑞 = 1, 𝛾 = 0,5 

∑ 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗)
𝑚

𝑗=1
 

U_2_q2 Euclidean Ichino-Yaguchi 

𝑞 = 2, 𝛾 = 0,5 
√∑ 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗)

2𝑚

𝑗=1
 

H_q1 Hausdorff 

𝑞 = 1 

∑ [max(|𝑧𝑖𝑗
𝑙 − 𝑧𝑘𝑗

𝑙 |, |𝑧𝑖𝑗
𝑢 − 𝑧𝑘𝑗

𝑢 |)]
𝑚

𝑗=1
 

H_q2 Euclidean Hausdroff 

𝑞 = 2 
{∑ [max(|𝑧𝑖𝑗

𝑙 − 𝑧𝑘𝑗
𝑙 |, |𝑧𝑖𝑗

𝑢 − 𝑧𝑘𝑗
𝑢 |)]

2𝑚

𝑗=1
}

1 2⁄

 

𝑧𝑖𝑗 = [𝑧𝑖𝑗
𝑙 , 𝑧𝑖𝑗

𝑢 ]; 𝜑(𝑧𝑖𝑗 , 𝑧𝑘𝑗) = |𝑧𝑖𝑗⨁𝑧𝑘𝑗| − |𝑧𝑖𝑗⨂𝑧𝑘𝑗| + 𝛾(2 ∙ |𝑧𝑖𝑗⨂𝑧𝑘𝑗| − |𝑧𝑖𝑗| −

|𝑧𝑘𝑗|); | | – interval length; 𝑧𝑖𝑗⨁𝑧𝑘𝑗 = 𝑧𝑖𝑗 ∪ 𝑧𝑘𝑗; 𝑧𝑖𝑗⨂𝑧𝑘𝑗 = 𝑧𝑖𝑗 ∩ 𝑧𝑘𝑗. 

Source: Based on works by Billard, Diday 2006; Ichino, Yaguchi 1994. 

 
This step does not apply in the symbolic-to-symbolic approach. 

6. In the classic-to-classic and symbolic-to-classic approaches conduct 
multidimensional scaling (MDS): 𝑓: 𝛿𝑖𝑘(𝐙) → 𝑑𝑖𝑘(𝐕) for all pairs (𝑖, 𝑘), where 

f denotes distance mapping from m-dimensional space 𝛿𝑖𝑘(𝐙) into 

                                                           
4 Cf. Jajuga, Walesiak, Bąk 2003. 
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corresponding distances 𝑑𝑖𝑘(𝐕) in q- dimensional space (𝑞 < 𝑚). To enable 

graphic presentation of results, q is set to 2. Distances 𝑑𝑖𝑘(𝐕) are unknown. 
The iterative procedure, implemented in the smacof algorithm and used to find 

configuration 𝐕 (given q dimensions) and calculate distance matrix 𝑑𝑖𝑘(𝐕), 
is presented in (Borg, Groenen 2005, pp. 204–205).  

In the classic-to-classic and symbolic-to-classic approaches, after performing 
MDS, one obtains a data matrix in 2-dimensional space: 𝐕 = [𝑣𝑖𝑗]𝑛𝑥𝑞 (𝑞 = 2). 

Depending on the location of the pattern and anti-pattern object in the 
dimensional scaling space 𝐕 = [𝑣𝑖𝑗]𝑛𝑥2 the coordinate system needs to be 

rotated by an angle of φ according to the formula: 

 [𝑣′
𝑖𝑗]𝑛𝑥2 = [𝑣𝑖𝑗]𝑛𝑥2 × 𝐷, (1) 

where: [𝑣′
𝑖𝑗]𝑛𝑥2 – data matrix in 2-dimensional scaling space after rotating 

the coordinate system by an angle of 𝜑, 

𝐷 = [
𝑐𝑜𝑠𝜑 −𝑠𝑖𝑛𝜑
𝑠𝑖𝑛𝜑 𝑐𝑜𝑠𝜑

] – rotation matrix. 

The rotation does not change the arrangement of objects relative to one 
another but makes it possible to position the set axis connecting the pattern 
and anti-pattern along the identity line, which improves the visualization of 
results. 
In the symbolic-to-symbolic approach, multidimensional scaling needs to be 
performed using the I-Scal algorithm. The objective of MDS for interval 
dissimilarities is to represent the lower and upper bounds of the dissimilarities 
by minimum and maximum distances between rectangles as well as possible 
distances in the sense of least-squares (Groenen, Winsberg, Rodriguez, Diday 
2006).  
Under this approach, after performing MDS, one obtains an interval-valued 

data table in 2-dimensional space 𝐕 = [𝑣𝑖𝑗
𝑙 , 𝑣𝑖𝑗

𝑢 ]𝑛𝑥𝑞 (where 𝑣𝑖𝑗
𝑙 ≤ 𝑣𝑖𝑗

𝑢 ;  𝑞 = 2). 

A frequent mistake committed while using MDS results is to evaluate stress 
mechanically (rejecting an MDS solution because its stress seems “too high”). 
According to Borg, Groenen, Mair (2013, p. 68; 2018, pp. 85-86) “an MDS 
solution can be robust and replicable, even if its stress value is high” and 
“Stress, moreover, is a summative index for all proximities. It does not inform 
the user how well a particular proximity value is represented in the given MDS 
space”. In addition we should take into account stress per point measure5 and 
Shepard diagram6 (classic-to-classic and symbolic-to-classic approaches) or 
the I-Stress per box index and the I-dist diagram (the symbolic-to-symbolic 
approach). 
In this study, we used a solution which enables the selection of an optimal 
MDS procedure for a given normalization method, distance measure and 
scaling models (in the classic-to-classic and symbolic-to-classic approaches) 
and, in the case of the symbolic-to-symbolic approach, according to 
procedures available in the mdsOpt R package (Walesiak, Dudek 2018b). 

                                                           
5 Cf. Borg and Mair (2017, pp. 31). 
6 Cf. Mair, Borg and Rusch (2016). 
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7. In all three approaches, MDS results should be presented graphically in a  
2-dimensional space and interpreted.  

In the classic-to-classic and symbolic-to-classic approaches, objects are 
represented as points. Two points, representing the anti-pattern and pattern, 
are joined by a straight line to form the so-called set axis in the diagram. 
Isoquants of development (curves of equal development) are drawn from the 
pattern point. Objects located between the isoquants represent a similar level 
of development. The same level can be achieved by objects located at 
different points along the same isoquant of development (due to a different 
configuration of variable values). 
In the symbolic-to-symbolic approach, objects are represented in the form of 
rectangles. 

8. In the classic-to-classic and symbolic-to-classic approaches, objects should be 
ordered linearly according to the values of the aggregate measure 𝑑𝑖 based on 
the Euclidean distance from the pattern object (Hellwig 1981): 

 𝑑𝑖 = 1 − √∑ (𝑣𝑖𝑗 − 𝑣+𝑗
2
𝑗=1 )2 √∑ (𝑣+𝑗 − 𝑣−𝑗

2
𝑗=1 )2⁄ , (2) 

where: 𝑣𝑖𝑗 – the j-th coordinate for the i-th object in the 2-dimensional MDS 

space, 𝑣+𝑗(𝑣−𝑗) – the j-th coordinate for the pattern (anti-pattern) object in the 

2-dimensional MDS space. 
In the symbolic-to-symbolic approach, objects should be ordered according to 
the values of the aggregate measure 𝑑𝑖 based on the Euclidean Ichino-
Yaguchi distance (Ichino, Yaguchi 1994) from the pattern object: 

 𝑑𝑖 = 1 − √∑ 𝜑(𝑣𝑖𝑗 , 𝑣+𝑗)
22

𝑗=1 √∑ 𝜑(𝑣+𝑗 , 𝑣−𝑗)
22

𝑗=1⁄ , (3) 

where: 𝑣𝑖𝑗 = [𝑣𝑖𝑗
𝑙 , 𝑣𝑖𝑗

𝑢 ]; 𝑣+𝑗 = [𝑣+𝑗
𝑙 , 𝑣+𝑗

𝑢 ]; 𝑣−𝑗 = [𝑣−𝑗
𝑙 , 𝑣−𝑗

𝑢 ];  

𝑣𝑖𝑗
𝑙  and 𝑣𝑖𝑗

𝑢  – the lower and upper bound of the interval of the j-th variable for 

the i-th object in the 2-dimensional MDS space; 

𝑣+𝑗
𝑙  and 𝑣+𝑗

𝑢  (𝑣−𝑗
𝑙  i 𝑣−𝑗

𝑢 ) – the lower and upper bound of the interval of the j-th 

variable for the pattern (anti-pattern) object in the 2-dimensional 
MDS space. 

The values of the aggregate measure 𝑑𝑖 given by (2) and (3) belong to the 
interval [0; 1]. The higher the value of 𝑑𝑖, the higher the economic efficiency of 
medium-sized manufacturing enterprises in the objects (districts). The objects 
are arranged according to the descending values of the aggregate measure 𝑑𝑖.  

3. Results of the Empirical Study 

The empirical study uses statistical data about the economic efficiency of 
medium-sized manufacturing enterprises in districts of Wielkopolska province in 
2012. The target data set was prepared in two stages. The first step involved 
selecting three metric variables (x1 and x2 are stimulants and x3 is a destimulant) 
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describing the economic efficiency of 876 medium-sized manufacturing 
enterprises: 

x1 – return on sales in % (net profit as a percentage of sales revenue). 

x2 – sales revenue in thousands PLN per one employee, 

x3 – costs in thousands PLN per one employee. 

In the second step, the observations were aggregated at the level of districts 
producing a set of interval-valued data. The economic efficiency of medium-sized 
manufacturing enterprises operating in 35 districts of Wielkopolska province was 
measured using three approaches: classic-to-classic, symbolic-to-classic and 
symbolic-to-symbolic. 

In the classic-to-classic approach, the analytical procedure described in the 
second section was applied to a data matrix containing 35 districts of 
Wielkopolska province described by the three metric variables. For this purpose, 
original data for 876 manufacturing enterprises were aggregated at the level of 
districts by averaging the values of each variable.  

In the symbolic-to-classic and symbolic-to-symbolic approaches, the analytical 
procedure described in the second section was applied to a table containing 35 
districts of Wielkopolska province described by the three interval-valued variables. 
Original data for 876 manufacturing enterprises were aggregated at the level of 
districts, producing interval-valued data. The lower bound of the interval for each 
interval-valued variable in each district was given by the first quartile of the entire 
data set. The upper bound of the interval was obtained by calculating the third 
quartile. 

In the classic-to-classic approach, an optimal scaling procedure was selected 
after testing combinations of 6 normalization methods (n1, n2, n3, n5, n5a, n12a 
– see Walesiak, Dudek 2018a), 4 distance measures (Manhattan, Euclidean, 
Chebyshev, Squared Euclidean, GDM1) and 4 MDS models (ratio, interval, 
mspline of second and third degree – Borg, Groenen 2005, p. 202) – altogether 
120 MDS procedures. As a result of applying the optSmacofSym_mMDS function 

from the mdsOpt R package (see Walesiak, Dudek 2017; 2018b), the optimal 

MDS procedure was selected. The procedure uses the normalization method n2 
(positional standardization), the mspline 2 scaling model (polynomial of second 
degree) and the GDM1 distance. 

In the symbolic-to-classic approach, an optimal scaling procedure was 
selected after testing combinations of 6 normalization methods (n1, n2, n3, n5, 
n5a, n12a), 4 distance measures (Ichino-Yaguchi, Euclidean Ichino-Yaguchi, 
Hausdorff, Euclidean Hausdorff) and 4 MDS models (ratio, interval, mspline of 
second and third degree) – altogether 96 MDS procedures. After applying the 
optSmacofSymInterval function from the mdsOpt R package, the optimal MDS 

procedure was selected, which involves the normalization method n12a 
(positional normalization), the mspline 2 scaling model (polynomial of third 
degree) and the Hausdorff distance. 

In the symbolic-to-symbolic approach, an optimal scaling procedure was 
selected after testing combinations of 6 normalization methods (n1, n2, n3, n5, 
n5a, n12a) and 2 optimization methods, giving altogether 12 MDS procedures. 
After applying the optIscalInterval function from the mdsOpt R package, the 

optimal MDS procedure was selected, which uses the normalization method n1 
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(standardization) and the MM optimization method (majorization-minimization 
algorithm). 

By taking into account all the three approaches, it was possible to see how 
assessments of the phenomenon of interest varied when moving from the classic-
to-classic approach to more robust ones (symbolic-to-classic, symbolic-to-
symbolic). The average value, used in the classic-to-classic approach as the only 
parameter, which is well known, is strongly affected by outliers. In the other two 
approaches based on interval-valued data, assessments obtained for districts are 
not based on average values but account for the variation observed among 
manufacturing enterprises with respect to the variables of interest. Additional 
advantage of these approaches is the fact that outliers are excluded from the 
analysis.  

Figures 3, 4 and 5 present MDS results of districts of Wielkopolska province 
for each approach.  

 

 

Figure 3.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the classic-to-classic approach  
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In the diagram illustrating the classic-to-classic and the classic-to-symbolic 
approaches, the anti-pattern (AP) and pattern (P) objects were connected by 
a straight line – the so-called set axis (Figs. 3 and 4). 6 isoquants of development 
were identified by dividing the set axis into 6 equal parts. The further a given 
isoquant is located from the pattern object, the less economically efficient are 
medium-sized companies in districts represented within it. 

 

 

Figure 4.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the symbolic-to-classic approach 
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Figure 5.  Results of multidimensional scaling of 35 districts of Wielkopolska by 
economic efficiency of medium-sized manufacturing enterprises in 2012 
– the symbolic-to-symbolic approach 

By presenting results in this way it is possible to: 

– show a graphical ordering of districts in terms of the economic efficiency of 
manufacturing enterprises measured by three variables according to the 
values of measure 𝑑𝑖 (2), 

– distinguish groups of districts with a similar level of economic efficiency 
(districts between isoquants), 

– identify districts characterized by a similar level of economic efficiency, but 
having a different location on the isoquant of development. Example cases in 
the classic-to-classic approach include Leszczyński district (13) and 
Międzychodzki district (14), while in the symbolic-to-classic approach – 
Grodziski (5) and Jarociński (6) districts. Although the assessment of 
economic efficiency for these pairs of districts is similar, their respective 
configurations of values differ. 

The visualization of results also reveals that a switch from the classic-to-
classic approach to the symbolic-to-classic approach causes a change in the 
position of objects, and consequently, different assessments of economic 
efficiency. This is due to the fact that the analysis in the symbolic-to-classic 
approach is based on the values of the target variables included between the first 
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and third quartile. At least two directions of changes can be observed in the 
arrangement of objects. Some objects moved along the set axis or relative to it 
(an object moving closer to, further away from or crossing the set axis). A large 
majority of the objects (24) moved towards the pattern (higher values of measure 
𝑑𝑖), which, in the symbolic-to-classic approach, represents a higher level of 
economic efficiency of companies. The group of districts with the highest increase 
in the value of measure 𝑑𝑖 includes those in which companies were assessed as 
least economically efficient in the classic-to-classic approach: Kępiński, Obornicki, 
Rawicki (Figures 3, 4 and 6, Table 2). A reverse change, i.e. a shift towards the 
anti-pattern, was observed for 9 districts, which in the classic-to-classic approach 
received the highest assessment of economic efficiency of companies: Ostrowski, 
Wrzesiński, Koniński, Wągrowiecki (Figures 3, 4 and 6, Table 2).  

Table 2 shows an ordering of 35 districts of Wielkopolska province depending 
on the economic efficiency of medium-sized manufacturing enterprises in 2012 
obtained under the classic-to-classic, symbolic-to-classic and symbolic-to- 
symbolic approaches.  

Table 2.  Ranking of 35 districts of Wielkopolska by economic efficiency of 
medium-sized manufacturing enterprises in 2012 

No. Districts 𝑑𝑖
𝑐𝑐 Rank 𝑑𝑖

𝑠𝑐 Rank 𝑑𝑖
𝑠𝑠 Rank 

1 Chodzieski 0.4153 15 0.2941 31 0.3222 22 

2 Czarnkowsko-Trzcianecki 0.1967 31 0.3329 28 0.2553 32 

3 Gnieźnieński 0.3901 18 0.5050 10 0.4285 9 

4 Gostyński 0.1498 33 0.2358 34 0.2452 34 

5 Grodziski 0.4504 13 0.3231 29 0.2921 28 

6 Jarociński 0.2367 29 0.3352 27 0.2584 31 

7 Kaliski 0.3508 22 0.4030 22 0.3757 11 

8 Kępiński 0.0063 35 0.3643 25 0.3185 24 

9 Kolski 0.3956 17 0.5480 6 0.4757 5 

10 Koniński 0.5640 4 0.4303 19 0.3389 18 

11 Kościański 0.2843 28 0.2209 35 0.2530 33 

12 Krotoszyński 0.3243 27 0.3682 24 0.2947 27 

13 Leszczyński 0.3380 25 0.2712 33 0.2772 29 

14 Międzychodzki 0.3303 26 0.4325 18 0.3384 19 

15 Nowotomyski 0.3453 23 0.4116 21 0.3331 20 

16 Obornicki 0.1459 34 0.2979 30 0.2593 30 

17 Ostrowski 0.7186 1 0.6964 2 0.5373 1 

18 Ostrzeszowski 0.4999 8 0.6169 3 0.5169 3 

19 Pilski 0.4331 14 0.5101 9 0.3959 10 

20 Pleszewski 0.3745 19 0.4605 14 0.3174 25 
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Table 2.  Ranking of 35 districts of Wielkopolska by economic efficiency of 
medium-sized manufacturing enterprises in 2012  (cont.) 

No. Districts 𝑑𝑖
𝑐𝑐 Rank 𝑑𝑖

𝑠𝑐 Rank 𝑑𝑖
𝑠𝑠 Rank 

21 Poznański 0.5089 7 0.5124 8 0.4360 7 

22 Rawicki 0.1879 32 0.4301 20 0.3053 26 

23 Słupecki 0.4028 16 0.4340 17 0.4345 8 

24 Szamotulski 0.4589 12 0.4356 16 0.3315 21 

25 Średzki 0.3435 24 0.4479 15 0.3715 13 

26 Śremski 0.4822 9 0.5270 7 0.3660 14 

27 Turecki 0.3600 21 0.4608 13 0.3755 12 

28 Wągrowiecki 0.5600 5 0.3635 26 0.3186 23 

29 Wolsztyński 0.5276 6 0.5971 4 0.4639 6 

30 Wrzesiński 0.5642 3 0.5618 5 0.4794 4 

31 Złotowski 0.3626 20 0.3926 23 0.3535 16 

32 m. Kalisz 0.4599 11 0.4819 12 0.3425 17 

33 m. Konin 0.2204 30 0.2823 32 0.2411 35 

34 m. Leszno 0.5921 2 0.7804 1 0.5190 2 

35 m. Poznań 0.4607 10 0.4927 11 0.3551 15 

Parameters Value  Value  Value  

Mean 0.3840 X 0.4359 X 0.3579 X 

Standard deviation 0.1450 X 0.1234 X 0.0821 X 

Median 0.3901 X 0.4325 X 0.3389 X 

Median absolute deviation 0.1047 X 0.1150 X 0.0694 X 

𝑑𝑖
𝑐𝑐 – value of measure (2) in the classic-to-classic approach, 

𝑑𝑖
𝑠𝑐 – value of measure (2) in the symbolic-to-classic approach, 

𝑑𝑖
𝑠𝑠 – value of measure (3) in the symbolic-to-symbolic approach, 

Source:  Calculations performed in the R program (R Core Team 2018) and the  
  clusterSim package (Walesiak, Dudek 2018a). 

 

It can be seen that the application of the robust approaches (symbolic-to-
classic and symbolic-to-symbolic) results in a different dispersion of objects. The 
range of 𝑑𝑖 values changed from [0.0063;  0.7186] in the classic-to-classic 

approach to [0.2411;  0.5373] in the symbolic-to-symbolic approach, while the 

spread of districts expressed in terms of the standard deviation of measure 𝑑𝑖 
decreased from 𝑆𝑑𝑖

= 0.1450 in the classic-to-classic approach to 𝑆𝑑𝑖
= 0.0821 in 

the symbolic-to-symbolic approach.  
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The degree of correlation between the values of measure 𝑑𝑖 for 35 districts 
obtained under each approach was measured by the Pearson correlation 
coefficient. The consistency of rank orders was measured by the Kendall rank 
correlation coefficient. The results are shown in Table 3. 

Table 3. Correlation coefficients (Pearson’s r and Kendall’s tau) between the 
values of measures (2) and (3) obtained under the three approaches 

Pearson correlation coefficient Kendall rank correlation coefficient 

    cc      sc      ss 

cc  1.000 0.692 0.702 

sc  0.692 1.000 0.911 

ss  0.702 0.911 1.000 

    cc      sc      ss 

cc  1.000 0.546 0.543 

sc  0.546 1.000 0.741 

ss  0.543 0.741 1.000 

cc – classic-to-classic approach, 
sc – symbolic-to-classic approach, 
ss – symbolic-to-symbolic approach. 

The highest degree of similarity between rankings of districts (measured by 
the Kendall rank correlation coefficient) and correlation between districts 
(measured by the Pearson correlation coefficient) depending on the values of 
measure 𝑑𝑖 is observed for the approaches based on interval-valued data 
(symbolic-to-classic and symbolic-to-symbolic). The results based on metric data 
are considerably different from those obtained using interval-valued data. The 
latter ones are more reliable (since districts were assessed on the basis of 
intervals of variable values with the exclusion of outliers) than those based on 
metric data (where districts were assessed on the basis of the mean values of the 
target variables). 

The results of multidimensional scaling of districts of Wielkopolska province 
obtained under each approach along with the geographical location are presented 
in a map chart (Figure 6). One can clearly see the impact of Poznań on the 
neighbouring districts – it functions as a pole of growth (Isard 1960). Districts 
located further away from Poznań tend to appear lower in the ranking based on 
measure 𝑑𝑖. The only exceptions are Ostrowski and Ostrzeszowski districts, 
which, despite their relatively large distance from Poznań, are characterised by 
very high values of measure 𝑑𝑖 regardless of the approach adopted (𝑑17

𝑐𝑐 = 0.7186, 
𝑑17

𝑠𝑐 = 0.6964, 𝑑17
𝑠𝑠 = 0.5373, and 𝑑18

𝑐𝑐 = 0.4999, 𝑑18
𝑠𝑐 = 0.6169, 𝑑18

𝑠𝑠 =
0.5169, respectively). It should be noted that these districts are part of the Kalisko-
Ostrowski Industrial District and are important centres of electromechanical and 
construction industry. Another factor which may be contributing to the high 
economic efficiency of companies operating in these districts is that fact that they 
are located in a special economic zone (Kamiennogórska Subzone).  
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Figure 6. Assessment of districts in terms of economic efficiency of medium-sized 
manufacturing companies in 2012 in the classic-to-classic (cc), 
symbolic-to-classic (sc) and symbolic-to-symbolic (ss) approaches 

Source: Calculations performed in the R program. 

4. Conclusions 

The aim of the study was to compare districts of Wielkopolska province in 
terms of the economic efficiency of medium-sized manufacturing companies, 
which operated in them in 2012. Variables used in the study are typically used in 
the financial analysis of economic entities. Assessments were obtained using a 
hybrid approach combining multidimensional scaling and linear ordering and 
performed for three types of data set-ups: classic-to-classic, symbolic-to-classic 
and symbolic-to-symbolic. Thanks to this methodology, it was possible to obtain 



64                                                                  G. Dehnel, M. Walesiak: A comparative analysis… 

 

 

a graphic presentation of economic efficiency, which is a multidimensional 
phenomenon, in a 2-dimensional space. In addition, the districts could be ranked 
according to the economic efficiency of medium-sized manufacturing companies.  

By comparing results obtained under three different data set-ups, it was 
possible to identify changes caused by switching from the classic-to-classic 
approach to the interval-based approach (interval-valued data). In the two 
modified approaches, assessments were not based only on the mean values of 
the target variables describing companies in each district but accounted for the 
observed variation. Moreover, companies showing outlying values of the financial 
variables were excluded from the analysis. 

The results were used to identify groups of districts with similar levels of 
economic efficiency and particular districts within the groups with similar and 
different values of the target variables. The analysis confirmed the impact of 
Poznań as a pole of growth on the neighbouring districts.  

The authors are aware of the limitations resulting from the selected set of 
variables. However, the main purpose of the study was to present a new 
methodological approach.  
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